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Abstract In this paper we define and study a three-parameter distribution, referred to as the Beta skew-normal distribution (BSN), which is a generalization of the skew-normal distribution introduced by Azzalini [1]. This family is obtained using the generator approach suggested by Eugene et al. [2] and Jones [3]. Some properties of the proposed distribution are discussed: among others the moment generating function, a recursion formula for its moments and two different methods which allow to simulate a BSN distribution. The densities in the family have a symmetric or asymmetric, unimodal or bimodal shape, depending on the values of the parameters. Some of the results presented in this work can be adapted for other distributions belonging to the family of the Beta-generated distribution, such as the Beta-normal (see [2]).
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1 Introduction

The skew-normal distribution (SN), introduced by Azzalini [1], has been studied and generalized extensively. However, a limitation of this family of densities is the fact that the distributions are unimodal. The principal purpose of this paper is to introduce a new generalization of the skew-normal distribution, which can yield unimodal as well as bimodal densities. This new family is called Beta skew-normal (BSN). The Beta-normal distribution (BN), proposed by Eugene et al. [2], is a special case of the new model. Furthermore, the BSN distribution contains the Beta half-normal one [6] as a limiting case. We present some properties of this new distribution. We show that the distributions of order statistics from the skew-normal distribution are Beta skew-normal and log-concave.
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2 A new generalization of the skew-normal distribution: the Beta skew-normal

In this section we define the Beta skew-normal class. This new distribution, which contains as a special case the skew-normal one, is flexible enough to support unimodal and bimodal shapes.

**Definition 1.** A random variable $X$ is said to have a Beta skew-normal distribution, if its density is given by

$$g_\lambda(x;\lambda,a,b) = \frac{2}{B(a,b)} (\Phi(x;\lambda))^{a-1} (1 - \Phi(x;\lambda))^{b-1} \phi(x) \Phi(x), \quad x \in R \quad (1)$$

with $a > 0$, $b > 0$, $\lambda \in R$. We denote the random variable $X$ by $X \sim BSN(\lambda,a,b)$. We now present some properties concerning the $BSN(\lambda,a,b)$.

**Properties of $BSN(\lambda,a,b)$:**

a. If $a = 1$ and $b = 1$, then we obtain the $SN(\lambda)$ distribution.

b. If $\lambda = 0$, then the $BSN$ distribution reduces to the Beta-normal $BN(a,b)$ one.

c. If $X \sim BSN(0,1,1)$, then $X$ is a standard normal random variable.

d. If $X \sim BSN(1,\frac{1}{2},1)$, then $X$ is a standard normal random variable.

e. If $X \sim BSN(-1,1,\frac{1}{2})$, then $X$ is a standard normal random variable.

f. If $X \sim BSN(\lambda,a,b)$, then $-X \sim BSN(-\lambda,b,a)$.

g. If $X \sim BSN(\lambda,a,b)$, then $Y = \Phi(X;\lambda) \sim Beta(a,b)$ and $Z = 1 - \Phi(X;\lambda) \sim Beta(b,a)$.

h. As $\lambda \to +\infty$, the $BSN$ density tends to the Beta half-normal distribution.

Properties from c to e establish that the family of $BSN(\lambda,a,b)$ contains the standard normal distribution as a special case under three different parameter sets. Consequently, we have that a probabilistic model based on the $BSN$ distribution is not identifiable under the null hypothesis of normality. It is well known that the classical asymptotic results concerning the likelihood ratio are not true in case of loss of identifiability and the distribution of the LRT statistic is difficult to characterize ([4]). An way to avoid this problem is to redefine the model over the modified parameter space

$$\Theta = \{(\lambda,a,b)|a \geq 1, b \geq 1, \lambda \in R\}.$$ 

Therefore, under this constraint on the parameter space, $H_0$ is described by $a = 1$, $b = 1$ and $\lambda = 0$. The $BSN$ distribution is easily simulated using Property g as follows: if $Y$ has a Beta distribution with parameters $a$ and $b$, then the variable $X = \Phi^{-1}(Y;\lambda)$ has $BSN(\lambda,a,b)$ distribution, where $\Phi^{-1}(\cdot;\lambda)$ is the quantile function of the skew-normal distribution. If $a,b \geq 1$, the density 1 is strongly unimodal [3], i.e. $\log g_\lambda(x;\lambda,a,b)$ is a concave function of $x$ (see Fig. 1(a)). We do not have general results for $a$ and/or $b < 1$. A numerical study has shown that, when at least one of the two parameters $a$ and $b$ is close to zero $(0.1,0.2)$, the density can be bimodal (see Fig. 1(b)). Now we find the moment generating function of $X$ which has density 1.
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Proposition 1. The moment generating function of $X \sim BSN(\lambda, a, b)$ is given by

$$M_X(t) = \frac{2}{B(a, b)} e^{\lambda} E_Z \left( \left( \Phi(Z; \lambda) \right)^{a-1} (1 - \Phi(Z; \lambda))^{b-1} \Phi(\lambda Z) \right), \text{where } Z \sim N(t, 1).$$

(2)

We have the following recursive formula.

Proposition 2. Let $k \in \mathbb{N}$ and $k \geq 1$. If $X \sim BSN(\lambda, a, b)$, with $a, b > 1$ then

$$E_X(X^k) = (k - 1)E_X(X^{k-2}) + \lambda E_X \left( X^{k-1} \frac{\phi(\lambda X)}{\Phi(\lambda X)} \right) +$$

$$+ (a + b - 1)E_U \left( U^{k-1} \phi(U; \lambda) \right) - (a + b - 1)E_V \left( V^{k-1} \phi(V; \lambda) \right),$$

(3)

where $U \sim BSN(\lambda, a - 1, b)$ and $V \sim BSN(\lambda, a, b - 1)$ are independent random variables.

Moments of the BSN cannot be evaluated exactly in closed form. We have computed them numerically using the software R. From this numerical study we have noted that (see [5]):

- for fixed values of $a$ and $b$ the mean and skewness are both increasing function of $\lambda$;
- for fixed values of $b$ and $\lambda$ the mean and skewness are both increasing function of $a$;
- for fixed values of $a$ and $\lambda$ the mean is a decreasing function of $b$.

The Beta skew-normal density is in general asymmetric (see Figs. 1(a) and 1(b)). We have a partial result concerning symmetry:
Proposition 3. If \( a = b \) and \( \text{BSN}(\lambda, a, b) \) is symmetric about 0 then \( \lambda = 0 \).

We will see now that the \( \text{BSN} \) distribution, with \( a \) and \( b \) integers, is the distribution of order statistics from a skew-normal distribution.

Proposition 4. Let \( X_1, \cdots, X_n \) be a random sample from a \( \text{SN}(\lambda) \). Then the \( j \)-th order statistic is a \( \text{BSN}(\lambda, j, n - j + 1) \), where \( j = 1, \cdots, n \).

In particular, we have the following Corollary:

Corollary 1. Let \( X_{(1)} < X_{(2)} < \cdots < X_{(n)} \) be the order statistics from a sample of size \( n \) from a \( \text{SN}(\lambda) \) distribution. Then \( X_{(i)} , i = 1, \cdots, n \), has log-concave density.

We now derive other properties of the \( \text{BSN} \) distribution of general interest.

Theorem 1. Let \( X \sim \text{BSN}(\lambda, a, b) \) be independent of a random sample \((Y_1, \cdots, Y_n)\) from \( \text{SN}(\lambda) \), then \( X | (Y_n) \leq X \sim \text{BSN}(\lambda, a + n, b) \) and \( X | (Y_1) \geq X \sim \text{BSN}(\lambda, a, b + n) \), where \( Y_{(n)} \) and \( Y_{(1)} \) are the largest and the smallest order statistics, respectively.

Theorem 2. Let \( X \sim \text{BSN}(\lambda, a, b) \) be independent of \( Y \sim \text{BSN}(\lambda, c, 1) \) and of \( Z \sim \text{BSN}(\lambda, 1, d) \). Then \( X | Y \leq X \sim \text{BSN}(\lambda, a + c, b) \) and \( X | Z \geq X \sim \text{BSN}(\lambda, a, b + d) \), where \( c, d \) are positive real numbers.

Theorem 3. If \( X \sim \text{BSN}(\lambda, a, b) \) is independent of \( U_1, \cdots, U_n, V_1, \cdots, V_m \) i.i.d. \( \text{SN}(\lambda) \) then \( X | (U_{(a)} \leq X, V_{(1)} \geq X) \sim \text{BSN}(\lambda, a + n, b + m) \), where \( U_{(a)} = \max{(U_1, \cdots, U_n)} \) and \( V_{(1)} = \min{(V_1, \cdots, V_m)} \).

The above three Theorems can be generalized to Jones’ family of distributions. Theorem 1 can be used to generate \( X \sim \text{BSN}(\lambda, n, 1) \): we generate a random sample \( U_1, U_2, \cdots, U_n \) from \( \text{SN}(\lambda) \), then we take the random variable \( X \) defined as \( X = \max(U_1, U_2, \cdots, U_n) \) which has a \( \text{BSN}(\lambda, n, 1) \) distribution.
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